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Development and validation of a !

\@3
prediction rule \SQ
- What are the aims? Do we need s prediction rule?

- Derivation group

- How to derive the rule: th%ode@& use
- Internal validation \\Q 0\,

- External validati

..a few e@les \QA



What are the aims? Do we need such %\g

prediction rule? \>\Q

- A perceived problem in decision ma &
- For local or universal use?
- A guantifiable problem: M

- How often is a wrong decisi
- What measures are d%?ﬁ and to extent’?
- How are patients;

S alfe
- Quantify a avﬁge data. for comparison (historical
compa &@e we ght be important to understand

trend

o ples:

- Percentage of true positive blood cultures 3-5% (emergency wards);
12-15% (departments of medicine).

- Pneumonia: huge variability in practice.
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(o
What are our needs? \>\Q\

- We should consider what is the purpo ‘@the prediction
model. 6

- To turn it into a true decision ggp a target function to
ro

optimize: a decision analytj a\&O
- Examples: (\\\Q @0

- Bacteremia: eno@roup of patients with almost no
true pow od Cl@'e (i.e. high specificity and good

calibr

nia:
Ine a group with a very low probability of a bad outcome and thus
can be managed as outpatients.

- Define a group with a high probability of a bad outcome (an outcome
amenable to intervention) that should be admitted to the ICU.



Derivation group

- Protocol: define:
- Population of interest (inclusion an@smn criteria, how

detected) ‘
O
QN

- Candidate predictors

. Do they fit the c|imca\§l@\@wv
Biological/clini@@ bility?
> Outcomes A

0 Prosp S retr@ectlve collection of data:
t|ve Is always preferable.

@ ch out for external validity.
Rare outcomes might necessitate retrospective collection.



—
Ahms

Choice of model: Self-learning a@
\

- ‘Black boxes’ that marry a combina Q@bf predictors to an

outcome. G\'
- Demand large and quite cle@ete c@@bases.

- Research data bases ar l@uallyigl\ d incomplete.

- Administrative data(r: are | ut were not built for research.
- High connectiv a@grees of freedom) leads to
over-m@é.

: Vag@ sually low) insight into mechanisms.



Choice of model: Statistical models, us ;

logistic regression \/\\Q

Risk of overfitting
- Needs statistical know-how b @Q} an excellent grasp of

the biological/clinical doma@ O\

- Difficult to update. @ \(\

- Lacks several \ ant of causal models.

- But ov &e hav@e most experience with this kind of
?% &N



—

Causal models - advq@‘t%ges

- Modeling of complex S|tua

- Allows combination of L{'Ie@e and data, and
of data from dlﬁere@&)’ur

- Allows exphcﬂ@@rent?&) between local and
universal us makes calibration

easiery\
. %ﬁn — analytlc approaches integral to
@ e systems (influence diagram)

- Missing information handled by the model itself
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Validation: ®\

- Calibration: (do n of 100 patients with %@( prediction of n%

have the outcome across all the r the predictor?)
- Discrimination: are my predlctlo Q’\ough for a specific

patient? \/ O
- Does it do what | nee ’Q(\
- Do | improve a't \ctlog Mplymg the model?

- Do | improve com pplying the model?

!%/formal ways to assess the performance of prediction models:
Epidemiology. 2010 Jan; 21(1): 128—138.
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Internal validation \50
- The model is validated in the sam@gabase from which it
was derived. 0\'

- Boot-strapping techniques\/e \{

- Split the database i%«{\@rivaﬂg@% (internal) validation

set from the be ‘NS or in time.

Sl
¢2



External validation

- Local or universal?
- In another place (multiple plaﬁﬁen better) and (by

necessity) another time: \/

\
- Calibration: (do n of {%ﬁgnts Wi \Q@k prediction of n% have

the outcome acrossQ ran% e predictor?)
- Discrimination: yp edi,%io good enough for a specific

patient? Q
- Does { \/ atlne@
o %@ rove a target function by applying the model?
@ | improve an outcome by applying the model?

How do | test whether outcomes were improved?




Designs of tests

Patient
randomisation

 J

Cluster
randomisation

Educative

Interacts with the
medical setting

Good answer:

Removes bias

‘ePatient consent

No of participants

Partial

Partial

Lower?

‘ éefore-aﬁer

Full answer?

probably

77
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Implementation (in a trial or in %@’ce)

Electronic patient file:

- Draw the data and calculate t gre automatically.

- Take note that data from elec files ‘((lot always have the
same meaning as the v S thatyNexe-Collected.

- Implement the re eml—@}natlcally

\0
L
@6
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If unsuccessful, what went \Q@Sﬁg’?

- Included risk factors that are reIev@@hly In some
locations.

- The baseline incidence of Q,%utco@é IS very different.
- Doesn't fit into the

- Not accepted b@(é\%}ser (fer'Some reasons).

O
L
?/6



Predicting bacteraemia in validated mgg‘élg—a

Systematlc review (Clin Microbiol Infect 201%2&995)

Inclusion criteria for studies: \6
- Validated (either mternally or e Ily)

- Studies that were able to gro s with low or high
probabilities for bacteg@ (ar ly defined as below

3% or above 30%) \\

- 21 studlex@re e@@oecause they did not have any
tio

form o
- 1 ad\ s included ( total of 59 276 patients).
%’erformed external validation.
- 7 models were validated in a different hospital
- In 5 the model performed well.



Predicting bacteraemia in validated modelg@ﬁa!

Systematic rE€VIEW (Clin Microbiol Infect 2015; 21: gﬁ;&o

o’\“@

We contacted the authors oNb@se 56ﬁdies. None of them

were implemented in c\l(\ﬁl prz{?@.



Risk stratification: independent cohorts: T gT

performance "Q‘

S\
Cohort 1 0\% Cohort 2

N Bacteremia Contaminatio®<3i Bacteremia Contamination

(%) @\/ \(\O‘&%) (%)

Low-risk 123 3(2.4) (\\\ 4.1) @ﬁo 4 (1.3) 9 (3.0)

group \&
Intermediate- @\9(12.8) @12 (2.5) 1139 150 (13.2) 61 (5.4)

risk gro { y
H [

group

184 55 (29.9) 10 (5.4) 285 80 (28.1) 16 (5.6)




'REAT module for predicting bac{@&egia

is not used. \;\Q

- It was not accepted by the hospital lotic Committee:
“The information in blood cultur, es beyond negative/
positive. We are not conving

¢ X
- TREAT uses lab value{l&@ood\ii&?&/n for blood culture
re

with the first veni {Q& . )

W e

&



Value of severity scales in predicting mortallty fr &5

Communlty acquwed pneumonla systematl
(Thorax. 2010;65:884) \/

- Included prospective studies that r (%ed mortality at 4-8
weeks In patients with radiogra Iy -confirmed
community-acquired pneu oka.

- Test performance Wa%@Iuate@%d on 'higher risk'’

categories.
- 23 studies | vc@ng 2 part|C|pants (average

mortallty ) we eved
redlctlve values for mortality were similar
the tests, ranging from 0.94 (CRB-65) to 0.98
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A non-infectious example \;\\Q&

- CHA2DS2-VASc and CHADS?2 are|] %quent use.

- The scores function no betteré@v e ones we have
reviewed. \/

.27 . G
S
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Conclusions: \>\Q\

- We can draw a few helpful gwdelm\gﬁ%r assembling a
clinical prediction model:
- Ask whether the model in neﬂ/&nd é should it do.
o ConS|der validation of a ti g stead of derivating your

o Deflne carefully @Qerlvat%
- Choose y odel Ine causal paths.

o Testt |n an pendent cohort.
erformance in clinical practice: does it change

Q agement or outcomes? Choose your study design.
xamine how it fits into the workflow.
- Integration into electronic patient file.



@‘!

uestions for you: :
Q y \/‘o

- Why these efforts are not more su&&@ful?
- Should they be used more of%@’\

O
SR



Thank you for your attention.





